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Abstract 

The present study examines whether individuals exhibit selective updating behaviour 

when estimating (1) their own risk of incurring a negative life event and (2) the risk 

of that event happening on average to the population. Furthermore, it is investigated 

whether an incentive can prevent individuals from selective belief updating regarding 

their estimate of the population risk. For this study, seventy-four university students 

participated in an experiment in which an altered version of Garret and Sharot’s (2014) 

task paradigm was applied. It was found that participants exhibited selective updating 

such that they updated their beliefs more after having received desirable information 

than after having received undesirable information. This is true for their self-risk 

estimate and partially true for their estimates of the population risk. The incentive 

treatment did not interfere with the optimistic update bias. However, findings suggest 

sex differences in processing negative stimulus material. Also, an alternative analysis 

method is introduced. 

Keywords: belief updating, optimism, incentive 
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1. Introduction 

When making statements about their future, humans have shown to be 

optimistically biased across several domains. For instance, people underestimate their 

chances of divorce (Baker & Emery, 1993), expect to live longer than average 

(Weinstein, 1980), and make optimistic forecasts of financial returns (Calderon, 

1993). Why would they often be so unrealistically optimistic? Essentially, this 

unrealistic optimism reflects a self-serving motivational bias with numerous benefits: 

optimists are said to be happier and to perceive more control about their environment 

than pessimists (Taylor & Brown, 1988). The initial positive outlook pays off when it 

becomes manifest in greater academic success, higher income, and improved physical 

and psychological health (Carver, Scheier & Segerstrom, 2010). However, optimism 

has its downsides, too. Relying on unrealistic optimism can bear costs in contexts such 

as gambling and trading in the stock market (Makridakis & Moleskis, 2015), or lead 

to risky behaviours such as not engaging in screening activities (cf. Shepperd, Pogge 

& Howell, 2017). 

A recent strand of research focuses on the fact that people exhibit optimistic 

learning. Sharot, Korn and Dolan’s (2011) seminal study showed that, when 

confronted with disconfirming information, individuals update their prior beliefs more 

when they receive desirable information than when they receive undesirable 

information. In their experiment, participants were asked to give an estimate of their 

risk to incur different negative life events. The participants were then confronted with 

an actuarial base rate for these events and later they were asked to give a self-risk 

estimate a second time. For instance, participants who overestimated their risk of 

getting cancer during their lifetime relative to the population base rate readily 
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incorporated the new (desirable) information and changed their belief towards the base 

rate, while participants who underestimated their risk relative to the base rate did not.  

In recent years, substantial evidence was gathered for this so-called optimistic 

belief updating (e.g. Moutsiana et al., 2013; Korn, La Rosée, Heekeren & Roepke, 

2016) and the effect has been found to be considerably robust. Studies have shown 

that framing the estimation question either positively or negatively (“What is the 

likelihood of this event happening to you / not happening to you”) has no impact 

(Sharot et al., 2012). Also, incentivizing participants does not reduce the bias (Thies, 

2018). Moreover, optimistic updating also takes place for positive life events (Garret 

& Sharot, 2017). In line with findings that populations with low mood predict future 

outcomes more realistically, individuals suffering from major depressive disorder do 

not exhibit an optimistic update bias (Korn, Sharot, Walter, Heekeren & Dolan, 2013). 

Previous research linked the optimistic update bias to a failure of the brain to correctly 

code undesirable information about the future (Sharot et al., 2011). Eil and Rao (2011) 

found that updating after receiving desirable information mostly follows Bayesian 

inference, while updating after receiving undesirable information does not. 

There also is criticism of the concept of optimistic belief updating. Shah, Harris, 

Bird, Catmur and Hahn (2016) expressed doubts concerning methodological problems 

of the update task paradigm and follow Harris and Hahn (2011) in contending that the 

unrealistically optimistic behaviour of the participants is a statistical artefact stemming 

from methodological shortfalls. As a direct response to this criticism, Garret and 

Sharot (2017) conducted various tests of robustness to underpin the relevance of the 

optimistic update bias. 

Several researchers addressed the question whether optimistic updating also 

occurs for estimates of the risk of others. For example, Kappes, Faber, Kahane, 
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Savulescu, and Crockett (2018) found that participants exhibited vicarious optimism. 

That is, the optimistic update bias was also found for estimates of the likelihood of 

negative life events occurring to friends, identifiable strangers, and likeable strangers. 

Similarly, Garret and Sharot (2014) asked participants to not only estimate their 

self-risk but also the population base rate for a given negative life event. They found 

that participants show optimistic updating for base rate estimates, too, but only when 

they received positive or negative information regarding their estimates of incurring 

the events themselves. 

1.1 Research Question and Hypotheses 

In a previous study, Thies (2018) observed that participants exhibited optimistic 

updating even though they had a monetary incentive to avoid such behaviour. 

Specifically, before the participants estimated their self-risk a second time, 

incentivized participants were told to estimate the average population risk of incurring 

the events “as good as possible”. The closer their self-risk estimate was to the formerly 

presented actuarial base rate, the more money they would get. These instructions may 

not have been suited best for identifying whether an incentive interferes with the bias 

since participants were told to estimate their personal self-risk but also to adjust their 

self-risk estimate towards a population base rate. As it cannot be assumed that the 

population base rate equals the (actuarial or estimated) self-risk, another method to 

test whether an incentive really has an effect on the bias’s magnitude is necessary.  

As to our knowledge, there is no other study than Thies (2018) that tested the 

robustness of the optimistic update bias under different incentive conditions1. In light 

of Thies’ findings and the study’s limitations, the present study seeks to explore the 

                                                 

1 Shah et al (2016, Experiment 3A) used a monetary incentive so that their participants “pay attention” 
(p.99) 
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possible effects of an incentive on optimistic updating in further detail. Thus, the 

research question reads: 

Does a monetary incentive influence the optimistic update bias for population 

base rates? 

The question shall be answered by examining whether participants exhibit selective 

updating behaviour when estimating (1) their own risk to incur a negative life event 

and (2) the likelihood that a negative life event happens on average to the population. 

These first two hypothesis are schematically depicted in Figure 1. Furthermore, it shall 

be investigated whether an incentive prevents participants from selective belief 

updating regarding their estimate of population risk.  

As prior studies consistently found that participants update their beliefs more 

towards desirable than towards undesirable information (e.g. Sharot et al., 2011), a 

similar pattern is expected. Also, Garret and Sharot (2014) found that selective 

updating for self-risk was not contingent on the method by which trials are classified 

into desirable and undesirable information. Since we are applying their task paradigm, 

we expect to find this as well: 

(H1a) Absolute belief update for self-risk will be higher for trials in which 

participants receive desirable information regarding their self-risk 

than for trials in which participants receive undesirable information 

regarding their self-risk. 

(H1b) Absolute belief update for self-risk will be higher for trials in which 

participants receive desirable information regarding their estimate of 

population risk than for trials in which participants receive undesirable 

information regarding their estimate of population risk. 
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We also follow Garret and Sharot (2014) with respect to belief updating for population 

risk estimates. They found that participants exhibited selective updating behaviour 

regarding population risk estimates when trials were classified as desirable or 

undesirable relative to participants’ estimates of self-risk, but not when trials were 

classified relative to their estimates of population risk: 

(H2a) Absolute belief update for population risk will be higher for trials in 

which participants receive desirable information regarding their self-

risk than for trials in which they receive undesirable information 

regarding their self-risk. 

(H2b) There will be no difference in absolute belief updates for population 

risk between trials in which participants receive either desirable or 

undesirable information for their estimate of population risk. 

As pointed out before, a prior study investigated the effect of a monetary incentive on 

updating of self-risk estimates. In this study, we want to test whether the optimistic 

update bias remains robust for population risk estimates if participants have an 

incentive not to update selectively. If participants are effectively incentivized to 

suppress biased learning by means of promised monetary benefits, there should be no 

difference in updates for population risk after receiving either desirable or undesirable 

information. 

(H3) Incentivized participants exhibit less selective updating behaviour for 

population risk estimates than non-incentivized participants. 

Figure 1 | Schematic representation of H1a, H1b, H2a, and H2b. 
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With the present research question and hypotheses, this study extends the previous 

study of Thies (2018) to examine incentive effects on optimistic belief updating in 

further detail. If selective belief updating is observed despite the prospect of a 

monetary gain even for population risk estimates, further evidence is gathered for the 

robustness of the bias. 

2. Method 

2.1 Test Planning 

To calculate desired sample sizes, G*Power 3.1.9.2 (Faul, Erdfelder, Lang & 

Buchner, 2007) was used. The power analysis was based on effect sizes obtained from 

Thies (2018), in which an effect size (Cohen’s d, see Cohen, 1988) of information 

desirability (desirable vs. undesirable) on average absolute belief update of d = 0.41 

was found. This is a much smaller effect than other studies reported (e.g., Moutsiana 

et al., 2013). According to Kappes et al. (2018), in these studies, the effect size of 

information desirability on learning was about d = 0.9 on average. To obtain a power 

of 1-β = .9 for an effect size of d = 0.41, a sample size of 58 was determined. Based 

on prior studies (e.g., Garret & Sharot, 2014), we expected that about 15% of the 

participants would exhibit depressive symptoms. These participants are usually 

excluded from analysis since optimistic updating is not found in depressive 

populations (Korn et al., 2013). To exclude the possibility that the effective sample 

size could drop below 58 participants, it was decided to recruit at least 70 participants.  

2.2 Participants  

Seventy-four students (45% female, MAge = 21.97, sd = 2.03) from Zeppelin 

Universität, located in Friedrichshafen, Germany, participated in the experiment. It 

took place on five days in March 2018, divided into a total of 22 sessions with between 

one and six participants each. The participants received a show-up fee of 5€ for 
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contributing 30 minutes of their time. Additionally, they received 3.20€ in case they 

were assigned to the non-incentivized group or a variable amount between 0€ and 6€ 

if they were in the incentivized group (see section 2.6). The participants were invited 

to the experiment if they had not taken part in a preceding experiment using the same 

materials. 

2.3 Stimuli 

The stimuli included 40 descriptions of negative life events that were taken from 

Korn et al. (2013), where items were selected such that their probabilities 

approximately match a normal distribution (M = 28.9%, sd = 17.1%, W = 0.96617, 

p > 0.27). The probabilities of these events occurring at least once to a person in the 

same sociocultural environment as the participant were determined by Sharot et al. 

(2011) based on online resources (such as Eurostat) and were made available to the 

author by Christoph Korn. It was assumed that even though the original probabilities 

applied to the United Kingdom, similar percentage values apply to other Western 

European countries such as Germany. Participants were told that the likelihoods 

represent the base rate for an average person of their age and sociocultural 

environment. All event probabilities laid between 10% and 70%. To ensure that the 

range of possible overestimation equals the range of possible underestimation, 

participants were told that the range of percentages laid between 3% and 77%. 

Furthermore, to control for possible doubt regarding the base rates, participants were 

asked to what degree (between 0% and 100%) they believed the presented information 

was accurate. A full table of stimuli is provided in the appendix (Table 2). 

2.4 Measures 

Two measures were used to control for possible factors influencing biased 

updating. First, the Life Orientation Test-Revised (LOT-R, Scheier, Carver & Bridges, 
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1994; Glaesmer, Hoyer, Klotsche & Herzberg, 2008) was included to control for trait 

optimism. Since less optimistic updating is linked to depression (Korn et al., 2013), 

participants also had to fill out a German version of the 9-item depression inventory 

from the Patient Health Questionnaire (PHQ-9, see Spitzer, Kroenke & Williams, 

1999, and Kroenke, Spitzer & Williams, 2001). 

2.5 Procedure 

We apply a variant of the experimental paradigm used in previous studies (e.g. 

Sharot et al., 2011). This variant follows Garret and Sharot (2014), who did not only 

ask the participants for an estimate of their self-risk but also an estimate of the 

population base rate. The paradigm will be described below. The experiment file was 

created using the OpenSesame Experiment Builder (v3.1.9, Mathôt, Schreij, & 

Theeuwes, 2012). 

2.5.1 Behavioural Task. At the beginning of each trial, participants were shown a 

brief description of an adverse life event for four seconds (e.g., “Heart failure”) and 

were instructed to imagine the event happening to themselves in the future. On the 

next two screens, participants were asked to give an estimate of how likely they deem 

the event occurring (1) to themselves in the future and (2) on average to the population 

(“to a person of your age and sociocultural environment”). On the next screen, they 

were presented the base rate probabilities from Table 2 in the appendix for two 

seconds. After each of their estimates, participants saw a fixation cross for one second. 

Additionally, participants were shown another fixation cross for two seconds in 

between trials. After half of the trials in each set, the order of the two estimation 

questions (self-risk / population risk) was reversed to avoid sequence effects. We also 

randomized which of the two estimation questions came first. If participants already 
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experienced one of the events, they were instructed to give an estimate of how likely 

they deemed the event occurring to them again.  

To see how participants change their beliefs about incurring adverse life events 

(or about the population base rates, respectively) after having received either desirable 

or undesirable new information, participants were asked to estimate their self-risk and 

the base rate again. In the second set of trials, actual event probabilities were not 

presented again. In both sets of trials, the order of the events was randomized. Figure 

2 illustrates the behavioural task. 

2.5.2 The Experimental Session. Participants were randomly assigned to incentive 

conditions (ninc = 35, nnon-inc = 39). After they gave informed consent and read the 

instructions, participants completed two training trials. Then followed the two sets of 

40 trials each, that for each event, two estimates were given. After the behavioural 

task, participants were asked to give an estimate about how accurate they deemed the 

presented base rates. Then, participants filled out the LOT-R and PHQ-9 scales, gave 

Figure 2 | Task paradigm. Own representation based on Garret and Sharot, 2014. Participants 
estimated their risk of incurring a given adverse life event and the respective population base rate. In 
the red illustration, the participant received undesirable information (“bad news”) for their self-risk and 
base rate estimates and therefore updates (2nd estimate - 1st estimate) were rather small. In the blue 
illustration, the participant received desirable information (“good news”) for their self-risk and base
rate estimates and therefore updates were higher. In between sets, the two incentive groups received 
different instructions. 
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demographic information, including age, sex, field of study, number of university 

semesters, math grade in high school, and continent on which they spent most of their 

childhood. The latter was asked to control for potential culture-specific differences. 

Lastly, participants indicated whether they had participated in an experiment using the 

same materials before. After the experiment, participants were thanked, debriefed, and 

paid. 

2.6 Incentive 

In the present study, we were interested in whether participants exhibit biased 

learning even when they have an incentive not to. Therefore, after the first set of trials, 

participants in the incentivized group were told that “with a little bit of luck” they 

could win a “considerable” amount of money2. To do so, they were asked to estimate 

the average population risk of incurring the events as precisely as possible in the 

second set of trials. We hypothesized that this would lead to non-biased learning for 

the population risk estimates. The incentive was calculated by drawing a random event 

at the end of the experiments and comparing the participants’ second estimate of the 

population risk with the provided base rate. The smaller the absolute difference 

between these two numbers, the higher the paid amount. If the difference was greater 

than 30 percentage points, participants did not receive any additional pay. If the 

difference equalled zero, participants gained the maximum extra amount of 6€. Thus, 

participants received 0.2€ for each percentage point their estimate was closer to the 

provided base rate than 30 percentage points. To pay participants in the non-

incentivized group approximately equally, they received an additional flat-rate bonus 

                                                 

2 These instructions were taken from Thies (2018) and used in accordance with personal communication 
with Anja Achtziger (2017), who argued that giving concise information about the incentive mechanism 
and especially about incentive rate may lead to unwanted interferences with the participants’ thought 
processes.   
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of 3.20€ which equals an average divergence of 14 percentage points from the base 

rate. This average divergence was taken from a previous pilot study (Ludwig, 2017).  

To avoid confounding effects of the instructions between the first and second set 

of trials, the instructions of the non-incentivized group and the incentivized group were 

aligned such that participants in both groups were told that they should try to estimate 

the base rates as good as possible, but the non-incentivized group was not informed 

about an extra payment. Another crucial issue is the placement of the incentive 

instructions. If participants were informed about the incentive at the beginning of the 

experiment, they might have tried to memorize the event probabilities, potentially 

distorting the results. For this reason, it was decided to inform the participants about 

the incentive after they already had completed the first set of trials, so they would have 

no motivation to remember the event probabilities. Memory effects may still occur, 

but they are expected to be negligible over the 40 randomized events. 

3. Results 

For the analysis, IBM SPSS Statistics 25 and R (R Core Team, 2017) in 

conjunction with the RStudio Software (RStudio Team, 2016) were used. Figures 4 

and 5 were created using the R package ggplot2 (Wickham, 2009), Tables were created 

with the stargazer R package (Hlavac, 2018). 

For each negative life event, two absolute belief update terms and two estimation 

error terms (henceforth EE) were computed as follows: 

UpdateSelf-Risk = | Second_EstimateSelf-Risk – First EstimateSelf-Risk | 

UpdateBase_Rate = | Second_EstimateBase_Rate – First EstimateBase_Rate | 

Estimation_ErrorSelf-Risk =  | First_EstimateSelf-Risk – Provided_Base_Rate | 

Estimation_ErrorBase_Rate = | First_EstimateBase_Rate – Provided_Base_Rate | 
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Note that all the terms are unsigned. The update terms express how much a participant 

changed his belief from the first estimate after having received new information; the 

EE expresses by how much the participant initially over- or underestimated the risk of 

incurring a given event. Based on the EEs, trials were classified as either desirable or 

undesirable information trials, using two criteria. For the first classification 

(“classification one”), trials were classified as desirable (“good news”) when the 

participant initially overestimated their self-risk to incur the event relative to the 

provided base rate (i.e., trials with a signed EE for self-risk greater than zero). Trials 

were classified as undesirable (“bad news”) when the participant initially 

underestimated their self-risk to incur the event relative to the provided base rate (i.e., 

trials with a signed EE for self-risk smaller than zero). For the second classification 

(“classification two”), trials were classified as desirable or undesirable depending on 

whether the participant initially overestimated or underestimated the population risk 

relative to the provided base rate (i.e., trials with a signed EE for population risk 

greater or smaller than zero). This classification procedure is exemplified in Figure 3.  

3.1 Data Exclusion 

Twenty-five participants indicated that they had participated in a preceding 

experiment using the same materials (Thies, 2018), and thus, were excluded from all 

further analyses. If not indicated differently, data of six additional participants were 

not used for analysis due to PHQ-9 scores of ten or higher, indication a (mild) major 

depression. This was done since depressed individuals were found not to exhibit 

Figure 3 | Schematic representation of the classification procedure. 
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biased learning (Korn et al., 2013). Moreover, one participant was excluded because 

he gave self-risk estimates of 0% for 73 out of 80 trials. As a result of data exclusion, 

all analyses reported here are based on a sample size of N = 43. Note that the 

substantial reduction of the sample lead to a substantial reduction of observed power 

(see section 4.3).  

Of the remaining data points, trials were excluded from the analysis if 

participants needed more than ten seconds for an estimate. Also, trials in which the EE 

was zero, i.e., trials in which the participants’ first estimates of self-risk or population 

risk equalled the base rate, were excluded. Lastly, trials in which the estimate was 

either 0% or 100% were not analysed. Since participants were told that all probabilities 

laid between 3% and 77%, excluding these trials was deemed appropriate. Note that if 

one information (e.g. the self-risk estimate) was excluded for one of the reasons 

mentioned above, the other one (e.g. the population risk estimate) was still included 

in the analysis, if it does not meet any of the exclusion criteria. After the data was 

excluded, 2953 (86%) self-risk estimations and 3211 (93%) base rate estimations were 

left from a total of 3440 estimations each. 

3.2 Measures 

Cronbach’s alphas were calculated for the LOT-R (α = .54) and PHQ (α = .77). 

Overall, participants scored relatively high on the LOT-R (M = 17.36, sd = 2.55) and 

relatively low on the PHQ (M = 5.17, sd = 2.39, not including participants with a PHQ 

score of ten or higher). Furthermore, the participants deemed the presented base rates 

to be reasonably accurate (M = 51.34%, sd = 21.04%). Participants across incentive 

conditions did not differ in these measures (see Table 3 in the appendix for an 

overview). 
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3.3 Covariates 

Most studies using similar task paradigms as Sharot et al. (2011) include the EE 

as a covariate to rule out the possibility that the initial error is solely responsible for 

the observed differential updating, as suggested by formal learning theories (Sharot et 

al., 2011). Thus, in the subject-based analyses, we control for the average difference 

between average EEs for good and bad news, while in the trial-based analyses, we 

control for the EE for each trial. We perform the analyses on both a by-trial level and 

a by-subject level since covariates vary from trial to trial and subjects’ average EEs 

may be misleading (Garret & Sharot, 2017). 

3.4 Trial-based Analyses 

First, we conducted independent-samples t-tests to compare absolute updates 

after receiving either desirable or undesirable information. Under classification one, 

the difference between self-risk updates for undesirable and desirable information was 

statistically significant: participants updated their self-risk estimates more after they 

received desirable information (good news) than after they received undesirable 

information (bad news), MBad = 11.22, sd = 11.25, MGood = 16.25, sd = 14.36, 

t(1510) = -7.61, p < .001, d = 0.40. A similar but less pronounced pattern was observed 

for updates of population risk estimates, MBad = 15.14, sd = 13.24, MGood = 16.73, 

sd = 14.68, t(1510) = -2.19, p < .05, d = 0.11. Under classification two, updates for 

undesirable and desirable information differed significantly for self-risk, MBad = 11.59, 

sd = 11.64, MGood = 14.53, sd = 14.27, t(1547) = -4.44, p < .001, d = 0.23, and for 

population risk, MBad = 15.17, sd = 13.36, MGood = 16.58, sd = 14.54, t(1547) = -1.98, 

p < .05, d = 0.1. 

We then entered absolute updates for self-risk and population risk estimates into 

a 2 (information desirability: good news vs. bad news, between) x 2 (incentive 
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condition: incentivized vs. not incentivized, between) analysis of covariance 

(ANCOVA) with the EEs as covariate. This was done for both classifications. Note 

that under classification one, self-risk EEs were used as covariate, while under 

classification two, we controlled for population risk EEs. Under classification one, 

there was a significant main effect of information desirability on update of self-risk 

estimates, F(1, 1507) = 58.63, p < .001, ηp² = .04, and a marginally significant main 

effect of information desirability on update of population risk estimates, 

F(1, 1507) = 3.24, p < .1, ηp² = .002, such that updates towards desirable information 

were greater than updates towards undesirable information. Under classification two, 

the main effect of information desirability was statistically significant for update of 

self-risk, F(1, 1544) = 9.04, p < .01, ηp² = .01, but not for population risk, F(1, 1544) 

= 1.2, p > .25. No statistically significant main effect nor interaction with information 

desirability was observed for incentive condition (all Fs < 1). Tables 22-25 summarise 

these findings. 

To extend this traditional approach to analysing self-risk and population updates, 

we computed three linear regression models for each classification and type of 

estimate (self-risk, population risk). In the first model, absolute updates were regressed 

on information desirability (bad news vs. good news), condition (incentivized vs. not 

incentivized) and EEs. The second model added PHQ scores and sex as additional 

predictors. Note that we also included subjects with a PHQ score higher than or equal 

to ten. Lastly, the third model added three interaction terms: incentive condition by 

information desirability, PHQ score by information desirability, and EE by 

information desirability. For self-risk update under classification one, the three models 

are summarized in Table 1. The hierarchical regression models for population risk 
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under classification one and for self-risk and population risk under classification two 

are found in the appendix.  

For self-risk under classification one, information desirability is a significant 

predictor for subsequent update in all three models, such that the update is greater for 

good news than for bad news. The same is true for the EE: for every percentage point 

of divergence, the subsequent estimation update will increase by a fraction of a 

percentage point. Interestingly, we also found sex to be a significant predictor: ceteris 

paribus, updates from male participants were greater than updates from females. As 

expected, we also found two of the interactions to be statistically significant. The 

Table 1 | Results of hierarchical regression analyses for update of self-risk (trial level, 
classification 1). Information desirability (type of news), sex, and condition are dummy variables with 
the value 0 representing bad news, female sex, and non-incentivized condition, respectively. Numbers 
for variables represent unstandardized regression coefficients with standard errors in parentheses. 
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information desirability by PHQ score interaction can be interpreted such that more 

depressive participants (those with higher PHQ scores) updated less after receiving 

good news than participants who are less or not at all depressive. Finally, the 

information desirability by EE of self-risk interaction shows that the magnitude of EE 

predicted greater updates only after participants received desirable information. In 

other words, participants “learned” more from desirable than from undesirable 

information. This confirms the hypothesis that selective updating is not contingent on 

the EE and updating for good news is greater than updating for bad news. Note that 

the difference in R² (denoted by ΔR²) is statistically significant for models two and 

three, i.e., both models explain significantly more variation of the dependent variable 

than the respective previous models.3 For population risk under classification one (see 

Table 4 in the appendix), information desirability was a significant predictor only in 

the first two models, while the EE, again, was a significant predictor in all three 

models. However, models two and three did not explain significantly more variation 

of the dependent variable than does model one. Incentive condition was not a 

significant predictor in any of the models. 

Under classification two, for self-risk, information desirability is a significant 

predictor of update in the first two models, while the EE significantly predicted self-

risk update in all three models (see Table 5 in the appendix). As in classification one, 

male participants updated more than their female counterparts. The interaction 

between information desirability and EE of population risk reached statistical 

significance as well, indicating that participants learned more from EEs they have 

made when they received good news than when they received bad news. Note that the 

                                                 

3 To identify whether differences in R²s were significant, ANOVAs comparing the residual sums of 
squares of the three models were conducted (cf. University of Virginia Library, 2016). 
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third model did not explain significantly more variation than the second model. For 

population risk updates under classification two, information desirability was not a 

significant predictor in any of the models (see Table 6 in the appendix). Again, the EE 

(for population risk) was a strong predictor for subsequent updates. Additionally, the 

PHQ score negatively predicted updates for population risk: higher values on the PHQ 

were associated with lower updates in general. Model three did not add any explained 

variation to model two. Again, incentive condition and the incentive condition by 

information desirability interaction were not significant predictors.   

Comparing all models, it stands out that the information desirability by EE 

interaction was significant for self-risk under both classifications but not for 

population risk. Furthermore, sex was a significant predictor for self-risk under both 

classifications but not for population risk under either classification. 

3.5 Subject-based Analyses 

On a by-subject level, paired-samples t-tests revealed that, under classification 

one, the differences in updates for both self-risk and population risk estimates were 

statistically significant: participants updated their self-risk and population estimates 

more after having received desirable information than after having received 

undesirable information, MSelf_Bad_C1 = 11.61, sd = 4.08, MSelf_Good_C1 = 16.41, 

sd = 5.73, t(40) = -5.00, p < .001, d = 0.95, MPop_Bad_C1 = 14.83, sd = 5.95, 

MSPop_Good_C1 = 16,80, sd = 4.89, t(40) = -2.08, p < .05, d = 0.37. Under classification 

two, only updates for self-risk differed significantly, M = 11.57, sd = 14.08, 

t(42) = -3.14, p < .01, d = 0.57. 

To control for the possibility that differences in update are due to differences in 

the magnitude of EEs, for each classification, average updates were entered into a 2 

(information desirability: good news vs. bad news, within) x 2 (type of estimate: self-
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risk vs. population risk, within) x 2 (incentive condition: incentivized vs. not 

incentivized, between) repeated-measures analyses of covariance (ANCOVA) with 

the differences in EEs as covariates. Under classification one, the model did not reveal 

any significant main effects or interactions. However, there was a marginally 

significant main effect for the type of estimate, such that updates were smaller for self-

risk estimates than for estimates of population risk, F(1, 38) = 3.35, p < .1, ηp² = .08. 

Under classification two, a similar but more obvious pattern was observed. 

There was a significant main effect of type of estimate, F(1, 39) = 15.46, p < .001, 

ηp² = 0.28, and a marginally significant information desirability by type of estimate 

interaction, F(1,39) = 3.76, p < .1, ηp² = .09, such that for self-risk, the difference 

between updates for undesirable and desirable information was greater than for 

population risk. Tables 20-21 summarise these findings. 

On the by-subject level, we computed similar regression models as for the 

by-trial level analysis. Since we deal with information desirability as a within-factor, 

we were not able to include the interactions of model three in these regressions. None 

of the models’ effect sizes was significantly greater than zero (Tables 7 - 14). 

3.6 Explorative Analysis 

When comparing self-risk estimates and population risk estimates on a subject 

level, we found that, on average, participants initially estimated their self-risk to incur 

the negative life events lower than they estimated the population risk 

(MFirst_Estimate_Self = 32.12, sd = 7.89, MFirst_Estimate_Pop = 37.10, sd = 4.99, t(42) = -4.10, 

p < .001, d = 0.54). This is also true for the participants’ second estimates 

(MSecond_Estimate_Self = 30.12, sd = 8.16, MSecond_Estimate_Pop = 36.67, sd = 4.21, 

t(42) = -5.23, p < .001, d = 0.69). This supports prior research regarding unrealistic 

optimism (e.g. Weinstein, 1980). 



INCENTIVE EFFECTS ON SELECTIVE UPDATING 20 
 

We also checked for sex differences by including the sex variable as a factor in 

a 2 (information desirability: good news vs. bad news, between) x 2 (incentive 

condition: incentivized vs. not incentivized, between) x 2 (sex: female vs. male, 

between) ANCOVA and we found a significant interaction of information desirability, 

incentive condition and sex on the by-trial level, F(1, 1503) = 8.60, p < .01, ηp² = .01. 

The same effect was revealed using a 2 (information desirability: good news vs. bad 

news, within) x 2 (incentive condition: incentivized vs. not incentivized, between) x 2 

(sex: female vs. male, between) repeated measures ANCOVA on the by-subject level, 

F(1, 36) = 5.07, p < .05, ηp² = 0.12. This effect was only observed for population risk 

updates under classification one, i.e. when classifying news based on the participants’ 

self-risk estimates. Female participants in the incentivized condition exhibited less 

selective updating behaviour for population risk than female participants in the non-

incentivized condition, while males across conditions did not differ. In other words, 

for females, the incentive treatment had the hypothesized effect and did contribute to 

less selective updating behaviour. 

We also analysed estimation times. Paired samples t-tests revealed that 

participants were slower in giving their first estimates than in giving their second 

estimates for self-risk, t(41) = 5.60, p < .001, d = -0.83, and population risk, 

t(41) = 5.12, p < .001, d = -0.73. Additionally, participants took significantly longer 

for their estimate of population risk than for their estimate of self-risk. This was true 

for both first, t(41) = -5.38, p < .001, d = 0.86, and second estimates, t(41) = -5.50, p < 

.001, d = 0.84. Furthermore, participants needed more time estimating their self-risk 

when they were about to receive bad news for their self-risk than when they were about 

to receive good news. This effect only reached marginal significance, t(41) = 1.865, 

p < .1, d = -0.21. Table 19 in the appendix summarises these findings. 
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Regarding belief updating, formal learning models suggest that learning is 

mediated by an error signal (Sharot, 2011). In the present case, the error signal is given 

by the EE, which exerts great influence on subsequent update. To test whether 

selective updating is not just an artefact due to the initial error, several methods have 

been proposed other than using the EE as a covariate. One of these methods is to 

calculate a learning rate (Kappes et al., 2018), i.e. the unstandardized regression 

coefficient of the EE regressed on update. For our data, paired samples t-tests showed 

that learning rates for good and bad news differed significantly only for self-risk 

estimates under classification one (MLR_Bad = 0.23, sd = 0.32, MLR_Good = 0.48, 

sd = 0.45, t(39) = -3.39, p < .01, d = 0.66). A second method that has been suggested 

by Ludwig (2017) is to calculate the update as percentage of the EE. For our sample, 

comparing these percentages for good versus bad news did reveal significant 

differences for self-risk under classification one, MSelf_Bad = 0.65, sd = 0.24, 

MSelf_Good = 0.88, sd = 0.36, t(40) = -3.35, d = 0.66 and two, MSelf_Bad = 0.61, sd = 0.26, 

MSelf_Good = 0.75, sd = 0.25, t(41) = -3.78, d = 0.57, but not for population risk under 

either classification (ts < 1.5). 

4. Discussion 

In the present study, we were able to replicate prior findings on a by-trial level 

(see Figure 4). Our results provide evidence for a selective belief updating for self-risk 

under classification one and two, confirming H1a and H1b. In other words, the 

optimistic update bias remains robust even under classification two, i.e., when 

classifying news in a way that is unrelated to the initial estimate of self-risk. 

Furthermore, on a by-trial level, a marginally significant selective updating effect was 

found for population risk estimates under classification one, but not two. Thereby, our 

data supports H2b, but only partially H2a. When analysing data on a by-subject level, 
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no evidence supporting our first and second hypotheses was found when explicitly 

controlling for the difference in EEs. However, when comparing updates for good and 

bad news as function of the estimation error, differences between updates for 

undesirable and desirable information were found, but only for self-risk. 

Why would participants update their estimate of population risk selectively 

when trials were classified based on the initial over- or underestimation of self-risk 

(i.e. under classification one) but not under classification two? This somewhat stands 

in contrast to Kappes et al. (2018) who argued that individuals do not exhibit vicarious 

optimism for unidentified strangers4. At a glance, this behaviour suggests “spill-over” 

effects. Undesirable information for the self (i.e. bad news under classification one) 

might lead to less processing of the presented base rate information in general, thereby 

not only affecting subsequent estimates of self-risk but also estimates of population 

                                                 

4 Although it is questionable whether a “person in the same sociocultural environment” meets the 
criteria of an unidentified stranger. 

Figure 4 | Updating behaviour for self-risk and population risk under both classifications (trial 
level). Error bars represent standard errors, asterisks indicate a statistically significant difference (p <
.05). Nclass1 = 1512, Nclass2 = 1549. 
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risk. Still, selective updating under classification one is much less pronounced for 

population risk estimates than for self-risk estimates. This might well be due to 

unrealistic optimism at the outset: the difference between individuals’ estimates for 

their self-risk and the population risk will not cross a certain threshold because humans 

tend to think that bad things are more likely to happen to others (Weinstein, 1980). In 

fact, it was observed that the participants’ second self-risk estimates were still more 

optimistic than their second population risk estimates. 

Likewise, selective updating was less obvious for self-risk when classifying 

news relative to population risk estimates (classification two) and did not occur at all 

for population risk estimates. Summing up these findings, it may be suggested that 

individuals are affected by information that concerns themselves directly, while 

information regarding others is given less attention. According to Harris (2017), a 

motivated attention account would predict that in the update task paradigm, 

participants’ attention would be drawn more towards emotionally relevant events, 

such as negative life events. Harris further cites Taylor’s (1991, as cited in Harris, 

2017) mobilization-minimization hypothesis which proposes that negative 

information is selectively attended to but in the following cognitive processes, their 

impact is decreased. Given our findings, one could assume that desirable or 

undesirable information regarding the risk of negative life events occurring to the 

population is of little (personal) emotional relevancy. Thus, under classification two 

selective updating is less pronounced for self-risk estimates and is de facto not existent 

for population risk estimates. This also implies that selective updating for self-risk 

under classification two may only occur because of the optimistic update bias’s 

strength for self-risk estimates and coincidental parity of information (desirable or 
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undesirable) for classification one and two (i.e., in many instances, information 

desirability is classified equally under both classification schemes). 

Finally, our third hypothesis could not be confirmed by our planned analyses. 

Overall, even a relatively strong incentive did not lead to less selective updating for 

population risk estimates under any classification.  

4.1 Discussion of the Regression Analyses 

In this study, we added another element to our strategy of analysis. Instead of 

focussing on ANCOVAs only, we also conducted regression analyses which provided 

us with some additional interesting findings. While we were not able to deduct 

anything from the regression analyses on a by-subject level due to the sample 

reduction, the regression analyses on the trial level were more informative. For self-

risk under classification one, we saw that the EE significantly predicts subsequent 

update but we could also clearly identify the effect of selective updating which is most 

apparent in the positive regression coefficient of the interaction between information 

desirability and EE. Furthermore, we saw that PHQ score has a negative influence on 

subsequent update after receiving good news only. This confirms prior findings that 

depressive populations display less belief updating after receiving desirable 

information (Korn et al., 2013). Similar results were obtained for self-risk under 

classification two, except that the PHQ score did not interact with information 

desirability. Under both classifications, male sex significantly predicted greater update 

for any type of news. This finding is somewhat puzzling, as the effect can hardly be 

attributed to male overconfidence (Lundeberg, Fox & Punćochaŕ, 1994) because it 

would imply more selective updating overall, but not a generally increased update for 

news of any type. For this reason, we exploratively added an EE by sex interaction 

term to our hierarchical regression models of update of self-risk and population risk. 
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We found that for self-risk under classification one, the new (fourth) model explained 

significantly more variation than the third model. Moreover, male sex did not 

significantly predict update anymore, but the EE by sex interaction did (see Table 15 

in the appendix). For population risk, adding the EE by sex interaction term leads to a 

significant increase of R² relative to the other models (Table 16 in the appendix). 

Apparently, male participants are “learning” more from their EE. One possible 

explanation is given by the negativity bias. The negativity bias states that information 

with a negative valence has a more severe impact on subsequent psychological 

processes than information with a neutral or positive valence (Kanouse & Hanson, 

1972). Findings of Grabe and Kamhawi (2006) indicate that there may be sex 

differences for the negativity bias. They observed that, for negative information, men 

had a better recognition memory than women. This explanation remains speculative, 

but we encourage to check for sex differences when assessing the strength of the EE 

as a predictor for following updates. Moreover, under classification two, the EE by 

sex interaction as predictor did not become significant for either self-risk or population 

risk (see Tables 17-18).  

For population risk, the regression analyses revealed similar effects as the 

ANCOVA. Under classification one, the second and third regression models did not 

explain more than the first. So, information desirability and EE are significant 

predictors for subsequent update of population risk estimates. Interestingly, under 

classification two, while information desirability ceases to be a significant predictor 

for update of population risk (as in the ANCOVAs), the PHQ score exerts a 

statistically significant negative influence on update after either type of news. In other 

words, participants with higher PHQ scores generally updated less for news of either 

type under classification two. Even though there is evidence that depressive 
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individuals display different belief updating patterns regarding their self-risk than 

healthy ones (e.g. Korn et al., 2013), there is not yet a clear image of how depressive 

individuals update their population risk estimates. With this finding, a first hint in that 

regard is given; but a closer and more specific investigation is needed to validate it. 

Since the effect sizes of the regression analyses on the by-subject level are 

negligible, we refrain from further interpreting those. We would assume the EE to 

have a significant effect on subsequent update in all of the models. That this is not the 

case can probably be attributed to the restricted sample size. 

4.2 Discussion of the Explorative Analysis 

4.2.1 News, Incentive, and Sex. When controlling for sex in the explorative analysis 

on both a by-trial level and a by-subject level, we found a significant three-way 

interaction between incentive, information desirability, and sex under classification 

one. As indicated in Figure 5, it is characterized by the fact that incentivized female 

participants did not display 

selective updating while female 

participants who were not 

incentivized did. Men, on the 

other hand, did not display 

selective updating across 

conditions. This might also well 

be due to sex differences in the 

negativity bias as discussed 

above. Due to the negativity 

bias, men may be more affected 

by imagining negative events in 

Figure 5 | Interaction of information desirability (news),
incentive condition, and sex (subject level). Error bars 
represent standard errors, asterisks indicate a statistically 
significant difference (p < .05). Ninc = 34, Nnon-inc = 38. 
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the first place and can remember them better later on (Grabe & Kamhawi, 2006). This 

may be an explanation why they do not exhibit selective updating behaviour for their 

population risk estimates. Women may be less affected by imagining negative events 

(Grabe and Kamhawi, 2006), which may be an explanation for their selective updating 

behaviour in the non-incentivized condition. However, when given an incentive, 

women may have enough motivation to overcome their selective updating behaviour. 

4.2.2 Estimation Times. Participants were faster in giving estimates for self-risk than 

for population risk. The intuitive interpretation is that participants do have a clear 

picture of their own (low) risk, while they need to deliberate about the population base 

rate. Moreover, there was a tendency that participants gave their self-risk estimates 

faster when they were about to receive desirable information than when they were 

about to receive undesirable information. This somewhat strengthens similar findings 

of Thies (2018), who argued that this might be related to the availability heuristic 

(Tversky & Kahnemann, 1976). It states that individuals assess the probability of an 

event by the ease with which occurrences of that event come to mind. If certain 

negative life events are perceived as very common, participants may initially 

overestimate their risk of incurring them and then give their estimate very quickly due 

to the high cognitive availability. On the other hand, if an event is uncommon and less 

cognitively available, participants may tend to deliberate longer and then 

underestimate their risk, which eventually leads to bad news. 

4.3 Limitations 

Although we were able to find evidence supporting our hypothesis on a by-trial 

basis, this study suffered from the exclusion of 31 participants. The resulting sample 

size did not allow us to find any statistically significant effects on the by-subject basis 

after controlling for covariates. To solve this issue, supplementary experimental 
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sessions with new subjects would be necessary, but could not be conducted within the 

scope of this work.  

Another notable limitation is that the design of the present study differs from 

that of previous studies. In order to implement an incentive mechanism, the 

instructions had to be altered. The instructions for participants in the incentive group 

had to involve a description of the behaviour that was incentivized. In this case, 

unbiased belief updating for population risk estimates was incentivized. Hence, 

instructions were to estimate the population risk “as precisely as possible”, based on 

the base rate that participants were presented before. To isolate a possible incentive 

effect, the instructions across incentive conditions had to be aligned such that the non-

incentivized group, too, received the instruction to estimate the population risk as 

precisely as possible, but not the information that there was an extra payment. This 

already constitutes a change to the usual instructions, which just read: “Please estimate 

your personal risk and the average risk, again”. Lacking studies which examine the 

unique effect of extending the instructions  in such fashion, we cannot know whether 

this change already affects the outcome. 

Furthermore, the observed power for some of our observations was very low. 

This especially concerns the effect of information desirability on updates of population 

risk estimates (1-β ≤ .5, see Table 23). This could be due to the limited sample size, 

but this might also indicate that the effect is either very small or just a coincidental 

observation.  

Lastly, the sample might not be representative, as it was drawn at a private 

university. It may be that the participants in the incentivized group were not any more 

motivated than those in the non-incentivized group because the promised incentive (“a 

considerable amount of money”) was not strong enough. Participants across 
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conditions may also already have had a strong intrinsic base-line motivation to 

perform well (disregarding of whether they would receive additional pay or not) which 

would make it difficult to find differences between incentive conditions. 

5. Conclusion 

The present study asked the question: 

Does a monetary incentive influence the optimistic update bias for population 

base rates? 

Although we addressed the shortcomings of Thies (2018) regarding their incentive 

treatment, we did not find any evidence for our hypothesis that participants with a 

monetary incentive displayed less selective updating for population risk than those 

without. We conclude that the optimistic update bias is robust and not affected by 

monetary incentives. However, our exploratory analyses revealed sex differences in 

responding to the incentive treatment. Yet, the question also remains open whether 

individuals actually update their population risk estimate because the evidence we 

found was lacking statistical power.  

With the present study, we also propose an alternative method of analysing data 

on a trial-level. With hierarchical regression models, it is possible to obtain an estimate 

by how much the single predictor variables actually influence the subsequent update. 

Lastly, we encourage optimistic update researchers to examine sex effects on updating 

in general, given our observations that initial error signals affect men and women 

differently, as becomes apparent in the interactions between sex and EE.  
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7. Appendix 

7.1 Stimuli 

Table 2 | List of stimuli. 
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7.2 Sample Descriptive Statistics 

Table 3 | Sample descriptive statistics. 

 

Notes: 

Math grade in high school follows the German grading system from 1 (excellent) to 

6 (insufficient). 

Possible minimum / maximum of LOT-R: 0 / 24 (high values indicate high trait 

optimism). 

Possible minimum / maximum of PHQ: 0 / 27 (high values indicate depression). 

Fields of Study at Zeppelin University: CCM (Communication, Culture & 

Management), CME (Corporate Management & Economics), PAIR (Politics, 

Administration, and International Relations, SPE (Sociology, Politics & Economics).
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7.3 Hierarchical Regression Models 

Table 4 | Results of hierarchical regression analyses for update of population risk (trial level, 
classification 1). Information desirability (type of news), sex, and condition are dummy variables with 
the value 0 representing bad news, female sex, and non-incentivized condition, respectively. Numbers 
for variables represent unstandardized regression coefficients with standard errors in parentheses. 
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Table 5 | Results of hierarchical regression analyses for update of self-risk (trial level, 
classification 2). Information desirability (type of news), sex, and condition are dummy variables with 
the value 0 representing bad news, female sex, and non-incentivized condition, respectively. Numbers 
for variables represent unstandardized regression coefficients with standard errors in parentheses. 

. 
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Table 6 | Results of hierarchical regression analyses for update of population risk (trial level, 
classification 2). Information desirability (type of news), sex, and condition are dummy variables with 
the value 0 representing bad news, female sex, and non-incentivized condition, respectively. Numbers 
for variables represent unstandardized regression coefficients with standard errors in parentheses. 
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Table 7 | Results of hierarchical regression analyses for update of self-risk after participants 
received bad news (subject level, classification 1). Sex and condition are dummy variables with the 
value 0 representing female sex, and non-incentivized condition, respectively. Numbers for variables 
represent unstandardized regression coefficients with standard errors in parentheses. 
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Table 8 | Results of hierarchical regression analyses for update of self-risk after participants 
received good news (subject level, classification 1). Sex and condition are dummy variables with the 
value 0 representing female sex, and non-incentivized condition, respectively. Numbers for variables 
represent unstandardized regression coefficients with standard errors in parentheses. 
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Table 9 | Results of hierarchical regression analyses for update of population risk after 
participants received bad news (subject level, classification 1). Sex and condition are dummy 
variables with the value 0 representing female sex, and non- incentivized condition, respectively. 
Numbers for variables represent unstandardized regression coefficients with standard errors in 
parentheses.  
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Table 10 | Results of hierarchical regression analyses for update of population risk after 
participants received good news (subject level, classification 1). Sex and condition are dummy 
variables with the value 0 representing female sex, and non- incentivized condition, respectively. 
Numbers for variables represent unstandardized regression coefficients with standard errors in 
parentheses. 
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Table 11 | Results of hierarchical regression analyses for update of self-risk after participants 
received bad news (subject level, classification 2). Sex and condition are dummy variables with the 
value 0 representing female sex, and non- incentivized condition, respectively. Numbers for variables 
represent unstandardized regression coefficients with standard errors in parentheses. 
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Table 12 | Results of hierarchical regression analyses for update of self-risk after participants 
received good news (subject level, classification 2). Sex and condition are dummy variables with 
the value 0 representing female sex, and non- incentivized condition, respectively. Numbers for 
variables represent unstandardized regression coefficients with standard errors in parentheses. 
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Table 13 | Results of hierarchical regression analyses for update of population risk after 
participants received bad news (subject level, classification 2). Sex and condition are dummy 
variables with the value 0 representing female sex, and non- incentivized condition, respectively. 
Numbers for variables represent unstandardized regression coefficients with standard errors in 
parentheses. 
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Table 14 | Results of hierarchical regression analyses for update of population risk after 
participants received good news (subject level, classification 2). Sex and condition are dummy 
variables with the value 0 representing female sex, and non- incentivized condition, respectively. 
Numbers for variables represent unstandardized regression coefficients with standard errors in 
parentheses. 
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Table 15 | Results of hierarchical regression analyses for update of self-risk (trial level, 
classification 1), including the EE by sex interaction. Information desirability (type of news), sex, 
and condition are dummy variables with the value 0 representing bad news, female sex, and non-
incentivized condition, respectively. Numbers for variables represent unstandardized regression 
coefficients with standard errors in parentheses. 
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Table 16 | Results of hierarchical regression analyses for update of population risk (trial level, 
classification 1), including the EE by sex interaction. Information desirability (type of news), sex, 
and condition are dummy variables with the value 0 representing bad news, female sex, and non-
incentivized condition, respectively. Numbers for variables represent unstandardized regression 
coefficients with standard errors in parentheses. 
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Table 17 | Results of hierarchical regression analyses for update of self-risk (trial level, 
classification 2), including the EE by sex interaction. Information desirability (type of news), sex, 
and condition are dummy variables with the value 0 representing bad news, female sex, and non-
incentivized condition, respectively. Numbers for variables represent unstandardized regression 
coefficients with standard errors in parentheses. 
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Table 18 | Results of hierarchical regression analyses for update of population risk (trial level, 
classification 2), including the EE by sex interaction. Information desirability (type of news), sex, 
and condition are dummy variables with the value 0 representing bad news, female sex, and non-
incentivized condition, respectively. Numbers for variables represent unstandardized regression 
coefficients with standard errors in parentheses. 
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7.4 T-tests of Estimation Times 

Table 19 | Paired samples t-tests of estimation times (subject level). Asterisks indicate a statistically 
significant (p < .05) correlation. 
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7.5 Analyses of Covariance 

Table 20 | Repeated measures analysis of covariance with update as dependent variable (subject 
level, classification 1). Factors are information desirability (type of news: good vs. bad, within), type 
of estimation (self-risk vs. population risk, within), condition (incentivized vs. not incentivized, 
between). The difference in EEs between bad and good news was used as covariate. 

 

Table 21 | Repeated measures analysis of covariance with update as dependent variable (subject 
level, classification 2). Factors are information desirability (type of news: good vs. bad, within), type 
of estimation (self-risk vs. population risk, within), condition (incentivized vs. not incentivized, 
between). The difference in EEs between bad and good news was used as covariate. 

 

Table 22 | Analysis of covariance with update of self-risk as dependent variable (trial level, 
classification 1). Between-factors are information desirability (type of news: good vs. bad), condition 
(incentivized vs. not incentivized). The EE for each trial was used as covariate. 

 

Table 23 | Analysis of covariance with update of population risk as dependent variable (trial level, 
classification 1). Between-factors are information desirability (type of news: good vs. bad), condition 
(incentivized vs. not incentivized). The EE for each trial was used as covariate. 
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Table 24 | Analysis of covariance with update of self-risk as dependent variable (trial level, 
classification 2). Between-factors are information desirability (type of news: good vs. bad), condition 
(incentivized vs. not incentivized). The EE for each trial was used as covariate. 

 

Table 25 | Analysis of covariance with update of population risk as dependent variable (trial level, 
classification 2). Between-factors are information desirability (type of news: good vs. bad), condition 
(incentivized vs. not incentivized). The EE for each trial was used as covariate. 

 


